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Abstract. Pemanfaatan Large Language Models dalam praktik hukum di
Indonesia semakin meningkat seiring dengan digitalisasi layanan hukum dan
perkembangan kecerdasan artifisial. Permasalahan utama yang muncul
berkaitan dengan kesesuaian penggunaan teknologi tersebut terhadap prinsip
etika profesi hukum serta kecukupan kerangka regulasi nasional dalam
mengaturnya. Kajian ini menggunakan metode yuridis normatif dengan
pendekatan peraturan perundang-undangan dan pendekatan konseptual
melalui analisis terhadap norma hukum, kebijakan etika kecerdasan artifisial,
dan doktrin hukum. Hasil kajian menunjukkan bahwa Large Language Models
memberikan manfaat dalam meningkatkan efisiensi dan akses terhadap
informasi hukum, namun juga menghadirkan risiko etis berupa bias algoritma,
kesalahan interpretasi norma, serta potensi pelanggaran kerahasiaan dan
pelindungan data. Kerangka regulasi yang berlaku masih bersifat umum dan
belum secara spesifik mengatur penggunaan Large Language Models dalam
praktik hukum. Oleh karena itu, diperlukan penguatan regulasi dan pedoman
etika khusus guna memastikan pemanfaatan Large Language Models tetap
selaras dengan tanggung jawab profesional, prinsip kehati-hatian, dan keadilan
dalam praktik hukum di Indonesia.
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PENDAHULUAN
Digitalisasi telah mendorong perubahan signifikan dalam sektor hukum,
khususnya dalam cara praktisi hukum mengakses, mengelola, dan
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menganalisis informasi hukum'. Pemanfaatan teknologi informasi tidak lagi
terbatas pada administrasi perkara dan pengelolaan dokumen, tetapi telah
menjadi bagian dari proses kerja substantif. Sistem elektronik digunakan untuk
riset hukum, penelusuran putusan, serta penyusunan dokumen hukum,
sehingga praktik hukum modern semakin bergantung pada teknologi digital’.

Perkembangan kecerdasan buatan memperluas fungsi teknologi dalam
praktik hukum dari sekadar alat bantu administratif menjadi instrumen analisis
yang kompleks. Teknologi ini mampu memproses data dalam jumlah besar,
mengenali pola, dan menghasilkan informasi secara otomatis’. Dalam hukum,
kecerdasan buatan digunakan untuk membantu analisis dokumen, prediksi
hasil perkara, dan penyusunan argumen hukum, sehingga memengaruhi cara
pengambilan keputusan profesional’.

Large Language Models merupakan bentuk kecerdasan buatan yang
dirancang untuk memproses dan menghasilkan bahasa alami berdasarkan
pembelajaran dari data teks berskala besar’. Model ini mampu memahami
konteks, menyusun teks hukum, merangkum peraturan, serta memberikan
analisis dan rekomendasi berbasis pola bahasa’. Kemampuan tersebut
menjadikan LLM banyak dimanfaatkan dalam praktik hukum, namun
sekaligus menimbulkan pertanyaan mengenai batas etis dan tanggung jawab
penggunaannya’.

Dalam praktik hukum, Large Language Models digunakan untuk
mendukung berbagai aktivitas profesional. LLM dimanfaatkan dalam riset
hukum untuk menelusuri peraturan, putusan pengadilan, dan doktrin secara
cepat’. Selain itu, teknologi ini digunakan dalam penyusunan dokumen
hukum, kontrak, dan pendapat hukum awal. Penggunaan tersebut
menunjukkan bahwa LLM telah menjadi alat bantu substantif yang
memengaruhi proses analisis dan penyusunan argumen hukum.
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Pemanfaatan LLM memberikan manfaat signifikan dalam meningkatkan
efisiensi kerja praktisi hukum. Proses pencarian dan pengolahan informasi
hukum menjadi lebih cepat dan terstruktur’. Akses terhadap sumber hukum
juga semakin luas, termasuk bagi praktisi dengan keterbatasan sumber daya'.
Kondisi ini berkontribusi pada peningkatan produktivitas dan memungkinkan
praktisi hukum wuntuk lebih fokus pada aspek strategis dan penilaian
profesional.

Di balik manfaatnya, penggunaan LLM menghadirkan risiko dan
tantangan etis yang serius''. Model ini berpotensi menghasilkan bias algoritma
yang memengaruhi analisis hukum'. Selain itu, fenomena halusinasi hukum
dapat menimbulkan informasi yang keliru atau tidak memiliki dasar normatif".
Kesalahan interpretasi norma serta ketergantungan berlebihan pada LLM
berpotensi mengurangi kehati-hatian dan tanggung jawab profesional dalam
praktik hukum.

Penggunaan Large Language Models dalam praktik hukum harus
ditempatkan dalam kerangka etika profesi hukum. Prinsip kehati-hatian,
independensi, dan tanggung jawab profesional menuntut agar setiap analisis
dan pendapat hukum tetap berada di bawah kendali manusia™.
Ketergantungan pada sistem otomatis tanpa verifikasi memadai berpotensi
melanggar standar etik profesi, karena keputusan hukum pada hakikatnya
mengandung pertimbangan nilai dan tanggung jawab moral'.

Pemanfaatan LLM menimbulkan persoalan akuntabilitas ketika terjadi
kesalahan dalam output yang digunakan dalam praktik hukum'®. Pertanyaan
muncul mengenai pihak yang bertanggung jawab atas kerugian akibat
rekomendasi atau analisis yang dihasilkan sistem. Dalam praktik hukum,
tanggung jawab profesional tetap melekat pada praktisi hukum sebagai
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pengguna teknologi'. Oleh karena itu, penggunaan LLM tidak dapat dijadikan
dasar untuk mengalihkan tanggung jawab hukum kepada sistem atau
pengembangnya.

Penggunaan LLM dalam praktik hukum juga berkaitan erat dengan
perlindungan data dan kerahasiaan klien. Informasi hukum sering kali memuat
data pribadi dan informasi sensitif yang dilindungi oleh kewajiban kerahasiaan
profesi'’®. Pemrosesan data melalui sistem berbasis kecerdasan buatan
berpotensi meningkatkan risiko kebocoran atau penyalahgunaan data apabila
tidak disertai dengan pengamanan yang memadai, sehingga menuntut
kehati-hatian ekstra dari praktisi hukum".

Indonesia telah memiliki kerangka regulasi yang relevan dengan
penggunaan kecerdasan buatan melalui beberapa peraturan
perundang-undangan. Undang-Undang Informasi dan Transaksi Elektronik,
Undang-Undang Pelindungan Data Pribadi, serta Surat Edaran Menteri
Komunikasi dan Informatika tentang Etika Kecerdasan Artifisial menjadi dasar
normatif dalam mengatur pemanfaatan teknologi digital”. Kerangka ini
memberikan prinsip umum, namun belum secara khusus mengatur
penggunaan Large Language Models dalam praktik hukum.

Meskipun regulasi terkait teknologi digital dan kecerdasan buatan telah
tersedia, pengaturan khusus mengenai penggunaan LLM dalam praktik hukum
masih terbatas. Norma yang ada bersifat umum dan belum menjawab secara
spesifik persoalan etika, akuntabilitas, serta tanggung jawab profesional dalam
pemanfaatan LLM. Keterbatasan ini berpotensi menimbulkan ketidakpastian
hukum bagi praktisi hukum dalam menentukan batas penggunaan teknologi
tersebut secara etis dan sah.

Kondisi tersebut menunjukkan urgensi dilakukannya penelitian hukum
yang mengkaji etika dan regulasi penggunaan Large Language Models dalam
praktik hukum di Indonesia. Perkembangan teknologi yang cepat berisiko
melampaui kesiapan regulasi dan pedoman etika yang ada. Penelitian ini
diperlukan untuk memberikan analisis yuridis mengenai kesesuaian
penggunaan LLM dengan prinsip hukum, etika profesi, serta perlindungan
hak-hak pihak yang terlibat.
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Berdasarkan latar belakang tersebut, permasalahan dalam penelitian ini
meliputi bagaimana etika penggunaan Large Language Models dalam praktik
hukum di Indonesia, sejauh mana kerangka regulasi yang berlaku mampu
mengatur dan mengawasi pemanfaatannya, serta apa implikasi hukum dan
profesional dari penggunaan LLM bagi praktisi hukum dalam menjalankan
tugas dan tanggung jawabnya.

METODE PENELITIAN

Penelitian ini menggunakan pendekatan yuridis normatif yang berfokus
pada analisis norma hukum dan prinsip etika dalam penggunaan Large
Language Models pada praktik hukum®. Pendekatan ini digunakan untuk
menelaah ketentuan peraturan perundang-undangan, kebijakan etika
kecerdasan artifisial, serta asas-asas hukum yang relevan guna menilai
kesesuaian pemanfaatan LLM dengan standar hukum dan etika profesi hukum
di Indonesia.

Bahan hukum yang digunakan dalam penelitian ini terdiri atas bahan
hukum primer dan sekunder. Bahan hukum primer meliputi peraturan
perundang-undangan terkait teknologi informasi, pelindungan data pribadi,
serta kebijakan nasional mengenai etika kecerdasan artifisial. Bahan hukum
sekunder berupa buku teks hukum, jurnal ilmiah, hasil penelitian, dan
pendapat para ahli yang membahas kecerdasan artifisial, etika, dan praktik
hukum.

Bahan hukum yang telah dikumpulkan dianalisis secara preskriptif dan
sistematis. Analisis preskriptif digunakan untuk merumuskan pandangan
normatif mengenai penggunaan LLM yang sesuai dengan etika dan regulasi,
sedangkan analisis sistematis dilakukan dengan menafsirkan keterkaitan antar
norma hukum. Melalui analisis ini, penelitian bertujuan memberikan
rekomendasi hukum yang relevan bagi praktik penggunaan LLM di bidang
hukum.

HASIL DAN PEMBAHASAN
Pemaparan Hasil Penelitian

Kebijakan nasional menempatkan etika kecerdasan artifisial pada prinsip
inklusivitas, kemanusiaan, keamanan, transparansi, akuntabilitas, dan
pelindungan data pribadi. Prinsip tersebut menegaskan bahwa pengembangan
dan pemanfaatan Al harus berorientasi pada manfaat publik, mencegah
diskriminasi, serta menjaga hak asasi manusia. Etika Al juga menuntut

2! Yulianingsih, S., & Putra, R. K. (2024). Analisis Yuridis tentang Perlindungan Konsumen pada
E-Commerce di Indonesia: Pendekatan Yuridis-Normatif. Hakim: Jurnal Ilmu Hukum dan Sosial, 2(4),
842-856.
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kehati-hatian dalam pengambilan keputusan otomatis dan memastikan adanya
pengawasan manusia dalam penggunaan teknologi.

Large Language Models bekerja dengan mempelajari pola bahasa dari
data teks berskala besar untuk menghasilkan respons berbasis probabilitas.
Output LLM bersifat generatif, kontekstual, dan adaptif, namun tidak
menjamin kebenaran normatif. Dalam praktik hukum, karakteristik ini
memungkinkan penyusunan teks hukum dan analisis cepat, tetapi juga
mengandung risiko kesalahan, bias, dan halusinasi apabila tidak diverifikasi
oleh pengguna manusia.

Praktisi hukum menggunakan LLM terutama untuk riset awal,
peringkasan peraturan dan putusan, penyusunan draf dokumen, serta simulasi
argumen. Pola penggunaan cenderung sebagai alat bantu pendukung, bukan
pengganti pertimbangan profesional. Namun, intensitas penggunaan bervariasi
dan sering bergantung pada kebutuhan efisiensi waktu, ketersediaan sumber
daya, serta tingkat literasi teknologi masing-masing praktisi.

Kerangka regulasi nasional terkait kecerdasan artifisial dan sistem
elektronik di Indonesia bertumpu pada beberapa instrumen hukum utama.
Undang-Undang Nomor 11 Tahun 2008 tentang Informasi dan Transaksi
Elektronik sebagaimana telah diubah terakhir dengan Undang-Undang Nomor
1 Tahun 2024 mengatur penyelenggaraan sistem elektronik dan tanggung jawab
penggunaannya”. Perlindungan data pribadi diatur secara khusus dalam
Undang-Undang Nomor 27 Tahun 2022 tentang Pelindungan Data Pribadi®.
Selain itu, pedoman etika kecerdasan artifisial dituangkan dalam Surat Edaran
Menteri Komunikasi dan Informatika Nomor 9 Tahun 2023 tentang Etika
Kecerdasan Artifisial*. Meskipun regulasi tersebut memberikan prinsip umum
mengenai keamanan, akuntabilitas, dan etika, pengaturannya belum secara
spesifik mengatur penggunaan Large Language Models dalam praktik hukum,
sehingga penerapannya masih bergantung pada penafsiran norma yang ada.

Analisis dan Pembahasan

Prinsip kehati-hatian merupakan landasan penting dalam profesi hukum
yang menuntut ketelitian, verifikasi, dan pertimbangan matang dalam setiap
tindakan profesional”. Penggunaan Large Language Models harus

22 Undang-Undang Republik Indonesia Nomor 1 Tahun 2024 tentang Perubahan Kedua atas
Undang-Undang Nomor 11 Tahun 2008 tentang Informasi dan Transaksi Elektronik
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of Judicial Inconsistencies in the Application of the Business Judgment Rule Doctrine:
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ditempatkan sebagai alat bantu yang memerlukan pengawasan ketat dari
praktisi hukum. Pemanfaatan LLM tanpa pemeriksaan ulang berpotensi
menghasilkan kesalahan analisis atau rujukan norma yang tidak tepat, sehingga
bertentangan dengan kewajiban kehati-hatian yang melekat pada profesi
hukum.

Akuntabilitas atas output yang dihasilkan LLM tetap berada pada
praktisi hukum sebagai pengguna teknologi. LLM tidak memiliki kapasitas
tanggung jawab hukum, sehingga kesalahan analisis, rekomendasi, atau
dokumen yang dihasilkan tidak dapat dialihkan kepada sistem. Dalam konteks
ini, praktisi hukum wajib memastikan bahwa setiap output LLM telah
diverifikasi dan disesuaikan dengan ketentuan hukum yang berlaku sebelum
digunakan dalam praktik profesional.

Penggunaan LLM dalam praktik hukum membawa risiko terhadap
perlindungan data dan kerahasiaan klien. Informasi yang dimasukkan ke
dalam sistem berpotensi diproses atau disimpan di luar kendali langsung
praktisi hukum. Kondisi ini dapat mengancam prinsip kerahasiaan yang
menjadi kewajiban utama profesi hukum. Oleh karena itu, penggunaan LLM
harus memperhatikan keamanan sistem, pembatasan data yang diunggah, serta
kepatuhan terhadap ketentuan perlindungan data pribadi.

Prinsip transparansi menuntut agar penggunaan Large Language
Models dalam praktik hukum dapat diketahui secara jelas oleh pihak yang
berkepentingan, khususnya klien. Praktisi hukum perlu memastikan bahwa
pemanfaatan LLM tidak menyesatkan dan tidak menimbulkan asumsi
seolah-olah analisis hukum sepenuhnya dihasilkan oleh pertimbangan
manusia. Keterbukaan mengenai penggunaan alat berbasis kecerdasan buatan
menjadi penting untuk menjaga kepercayaan dan integritas hubungan
profesional.

Pengambilan keputusan hukum pada dasarnya melibatkan penilaian
normatif, pertimbangan nilai, dan tanggung jawab moral yang tidak dapat
sepenuhnya diotomatisasi. LLM dapat memberikan rekomendasi atau alternatif
argumen, tetapi tidak memiliki pemahaman kontekstual dan tanggung jawab
etis. Oleh karena itu, keputusan hukum harus tetap berada di bawah kendali
manusia, dengan LLM berfungsi sebagai alat bantu yang tidak menggantikan
peran profesional praktisi hukum.

Peran manusia menjadi faktor kunci dalam memastikan penggunaan
LLM yang etis dan bertanggung jawab. Praktisi hukum bertugas menilai
relevansi, keakuratan, dan implikasi hukum dari output yang dihasilkan LLM.
Keterlibatan manusia juga diperlukan untuk memastikan bahwa penggunaan
teknologi selaras dengan nilai keadilan, kepastian hukum, dan perlindungan

dalam Penerapan Doktrin Business Judgment Rule. Indonesian Journal of Law and Economics Review,
20(4), 10-21070.
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hak asasi. Dengan demikian, LLM harus diposisikan sebagai pendukung,
bukan pengambil keputusan dalam praktik hukum.

Hasil analisis menunjukkan adanya kesenjangan antara norma hukum
dan praktik penggunaan Large Language Models dalam bidang hukum.
Undang-Undang Informasi dan Transaksi Elektronik serta Undang-Undang
Pelindungan Data Pribadi pada dasarnya hanya mengatur prinsip umum
penggunaan sistem elektronik, keamanan informasi, perlindungan data, dan
tanggung jawab penyelenggara sistem. Sementara itu, Surat Edaran Menteri
Komunikasi dan Informatika Nomor 9 Tahun 2023 tentang Etika Kecerdasan
Artifisial menekankan nilai kehati-hatian, transparansi, akuntabilitas, dan
perlindungan data secara umum. Namun, tidak terdapat pengaturan spesifik
mengenai batasan penggunaan LLM dalam riset hukum, penyusunan pendapat
hukum, maupun pertanggungjawaban profesional atas output LLM. Kondisi
ini menimbulkan ketidakpastian hukum dan risiko pelanggaran etika profesi
hukum.

Penggunaan LLM secara luas tanpa pedoman yang jelas berpotensi
menimbulkan risiko hukum jangka panjang. Risiko tersebut meliputi
penurunan kualitas pertimbangan hukum, homogenisasi argumen, serta
meningkatnya sengketa akibat kesalahan analisis. Selain itu, ketergantungan
berlebihan pada teknologi dapat mengikis akuntabilitas profesional. Risiko ini
menunjukkan perlunya pengaturan yang lebih komprehensif untuk menjaga
kualitas dan integritas praktik hukum.

Pemanfaatan LLM membawa implikasi signifikan bagi profesi hukum,
baik dari sisi kompetensi maupun tanggung jawab. Praktisi hukum dituntut
untuk memiliki literasi teknologi agar mampu menggunakan LLM secara tepat
dan etis. Selain itu, organisasi profesi perlu menyesuaikan standar etik dan
pedoman praktik guna mengakomodasi penggunaan teknologi baru tanpa
mengurangi nilai-nilai dasar profesi hukum.

Sebagai respons atas tantangan tersebut, diperlukan penguatan regulasi
dan pedoman etika terkait penggunaan LLM dalam praktik hukum. Penguatan
ini dapat dilakukan melalui perumusan kebijakan khusus, pedoman etik
profesi, serta mekanisme pengawasan yang efektif. Pendekatan tersebut
diharapkan mampu menjembatani kesenjangan antara perkembangan
teknologi dan kebutuhan akan kepastian serta keadilan hukum.

KESIMPULAN DAN SARAN

Penggunaan Large Language Models dalam praktik hukum di Indonesia
memberikan manfaat signifikan dalam meningkatkan efisiensi dan akses
terhadap informasi hukum, namun sekaligus menimbulkan tantangan etis dan
hukum. Risiko bias algoritma, kesalahan interpretasi norma, serta potensi
pelanggaran kerahasiaan dan pelindungan data menunjukkan bahwa
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pemanfaatan LLM belum sepenuhnya sejalan dengan prinsip etika dan
kehati-hatian profesi hukum. Kerangka regulasi yang ada masih bersifat umum
dan belum secara khusus mengatur penggunaan LLM dalam praktik hukum.
Implikasi dari kondisi tersebut berdampak pada berbagai pihak. Bagi praktisi
hukum, penggunaan LLM menuntut tanggung jawab profesional yang lebih
besar untuk memastikan setiap output diverifikasi secara mandiri. Bagi
penyelenggara sistem dan pengembang teknologi, terdapat kewajiban untuk
memastikan keamanan, transparansi, dan akuntabilitas sistem. Sementara itu,
bagi klien dan pencari keadilan, penggunaan LLM yang tidak terkontrol
berpotensi menimbulkan risiko terhadap hak atas perlindungan data dan
kualitas layanan hukum. Penelitian ini merekomendasikan perlunya
penyusunan pedoman khusus mengenai penggunaan Large Language Models
dalam praktik hukum yang berlandaskan prinsip etika kecerdasan artifisial dan
standar profesi hukum. Pembentuk kebijakan diharapkan merumuskan
pengaturan yang lebih spesifik terkait akuntabilitas, batasan penggunaan, dan
perlindungan data. Selain itu, organisasi profesi hukum perlu mengembangkan
kode etik internal yang mengatur pemanfaatan LLM agar teknologi dapat
digunakan secara bertanggung jawab dan berorientasi pada keadilan.
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